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1. Executive Summary

The general purpose of WP25 Topical Project “Opticgerconnects” is to study the optical

implementation of the interconnection systems msadhigh-performance switching/routing

system. The target is to develop the capabilitgesign and optimize an optical backplane,
finding the technology and architecture best-fijtsystem requirements.

After a two-year activity, WP25 has reached the ehdts planned duration. This is the
second deliverable of WP25 reporting actual tecinmontent. This is also the final
deliverable of the workpackage.

Eleven partners have actively collaborated to thatJActivities (JAs) of this workpackage
during the second year. This document containgd#tailed description of the JAs at their
final status of development.

At the beginning of the last year of WP25 (BONE \Y8ight JAs were in operation in the
workpackage.

The first three JAs, dedicated to survey and requémt definition, were planned to be in
operation in the first year only of the TP. Thus5C®does not cover JA1, JA2 and JA3 in
detail (their results have been reported in D25EQwever, activity on these JAs has
continued also in the last year in terms of prepayawork for three journal papers to

disseminate the results obtained by the JAs. Theuswipts of these papers will be submitted
for publication in the next months. For this reasem have included in this deliverable the
abstracts of the papers.

JA4 was planned to be developed just in the last géthe TP, as it has been conceived to
take advantage of the findings on optical technelgarchitectures and requirements carried
out in JA1, JA2 and JA3. This deliverable reports the results concerning a reference
architecture for the optical backplane.

The JAs from JA5 to JA8 were planned to span okerttvo years of the TP. All these
activities have concluded their work, and the rissathieved are reported in this deliverable.
The reports show a summary of technical content jaimd/individual publications of the
involved partners. In some cases, mobility actioasied out in Y3 under the umbrella of
WP25 are reported.

The only exception to this rule is JA8, dedicatedin-chip optical switching networks. The

work in this activity started by overviewing opticgetwork-on-chip architectures (reported in

D25.2). After this overview we realized that therlwearried out in other JAs was already
covering the main topic of JA8. These activities@@n utilization of microring resonators

and on-chip implementation of optoelectronic switghnetworks, carried out in JA6 and

JA7, respectively. Therefore, we chose not to ikelin this deliverable a specific section for
JAS8, in consideration of the fact that JA6 and JBAiéady provide ample research results
which cover the topic of on-chip optical interconothens.
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2. Introduction

After two-year activity, WP25 has reached the ehisoplanned duration. This is the second
and last deliverable of WP25 reporting actual temddrcontent.

The next two general sections compiled by the Wd&tde are followed by the section
reporting about each Joint Activity (JA) of the Wwpackage, created by merging the
contributions received by the JA leaders.

The WP leader would like to thank all the BONE part contributing to this deliverable for
the highly-valued technical content they have pitedito the workpackage.

3. Participants

Eleven partners have actively collaborated to the df this workpackage during the second
year. Table 1 shows the list of the active partners

A detailed description of the joint activities isopided in Section 5.

Partner # Member Country
29 PoliMI IT
2 TUW AU
12 UC3M ES
14 UPCT ES
22 UoA GR
23 UoP GR
30 PoliTO IT
32 UniBO IT
36 TUE ND
39 PUT PL
45 UCAM UK

Table 1: Partners actively contributing to the joactivities of WP25 during BONE Y3
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4. General status of the workpackage

As well described in the first WP25 deliverable DR25the main goal of WP25 Topical
Project on “Optical Interconnects” can be summatiag the following statement:

* This project studies theptical implementation of the interconnection systes
inside a high-performanceswitchingrouting system The target is to develop the
capability to design and optimize aptical backplang finding the technology and
architecture best-fitting system requirements

The accomplishment of project goals implies shagrpgertise and previous work among the
involved partners, merging the complementary visiaif the participants on the optical
implementation of interconnections within the syste

With deliverable D25.2 this Topical Project hasrbeeganized in a structure represented in
Table 2. The five Tasks initially proposed by thd>Weader group the JAs of the partners
according to general topics and provide specifitrig to the JAs.

JA # JA title JA leader Timing Task

Identification of requirements of the optical

1 TUW
backplane

2 Sunwey on photonic technologies for optical PoliMi 13-24 |T1: Surwey and requirements
interconnections oll
Suney on optical interconnection architectures .

3 PoliMI

and solutions

The "BONE switch": a reference architecture for

4 the optical backplane UPCT 25-36 |T2: “BONE switch

Performance and complexity analysis of optical

5 o . PoliTO .
switching fabrics T3-5: Ol-solution proposal and
6 Optical backplanes utilizing microring UoA validation at different
resonators interconnection layers
1336 (rack-to-rack / shelf-to-shelf, board-
7 Hardware efficient optoelectronic switch fabric UCAM to-board, chip-to-chip / on-chip)
8 On-chip optical switching networks *)

Table 2. WP25 Topical Project structure during BOXE
(*): JA8 topic has been covered by JA6 and JA7 {sedext for further details)

At the beginning of the last year of WP25 (BONE \Y8ight JAs were in operation in the
workpackage.

The first three JAs, dedicated to survey and reguent definition, were planned to be in
operation in the first year only of the TP. Thus5C®does not cover JAl, JA2 and JA3 in
detail (their results have been reported in D25EQwever, activity on these JAs has
continued also in the last year in terms of prejpayawork for three journal papers to

disseminate the results obtained by the JAs. Theuswaipts of these papers will be submitted
for publication in the next months. For this reasem have included in this deliverable the
abstracts of the papers.
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JA4 was planned to be developed just in the last géthe TP, as it has been conceived to
take advantage of the findings on optical technelgarchitectures and requirements carried
out in JA1, JA2 and JA3. This deliverable reports the results concerning a reference
architecture for the optical backplane.

JAs from JA5 to JA8 were planned to span over Weeyears of the TP. All these activities
have concluded their work, and the results achieedreported in this deliverable. The
reports show a summary of technical content anat jand individual publications of the
involved partners. In some cases, mobility actioasied out in Y3 under the umbrella of
WP25 are reported.

The only exception to this rule is JA8, dedicatedin-chip optical switching networks. The
work in this activity started by overviewing opticgetwork-on-chip architectures (reported in
D25.2). After this overview we realized that therlwearried out in other JAs was already
covering the main topic of JA8. These two actigteze:

« JA6 (Optical backplanes utilizing microring resara): indeed, microrings are
probably the best suited technology for on-chiggnation, and the vast majority of
currently studied on-chip optical networks are blase microrings. Physical-layer and
architectural analyses of interconnection architexst based upon microring resonators
are reported under JA6 in this document. The cemsd architectures can be
successful in several application domains, andaitiqular, for on-chip applications.

 JA7 (Hardware efficient optoelectronic switch fadrithis JA presents in this
deliverable a prototype implementation of an orpcluptoelectronic switching
network (see the section dedicated to JA7 furtleéovb in this document), which is a
clear example of on-chip optical interconnectiorsdzh on another technology, i.e.
semiconductor optical amplifiers (SOAS).

Therefore, in conclusion we do not include in ti&iverable a specific section for JAS, in
consideration of the fact that JA6 and JA7 alrgardywide ample research results which cover
the topic of on-chip optical interconnections.
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5. Joint-activity detailed reports

In the following the content of the JAs of WP2%lescribed in details.

5.1 JA1: Identification of requirements of the optical backplane
(closed)

Participants: TUW, PoliTO, UniBO
Responsible person: Slavisa Aleksic (TUW)
Deadline: Month 24

5.1.1 Description of the work carried out

This JA achieved in BONE Y2 the completion of thegeted survey, reported in D25.2. In
BONE Y3 work on this activity has however continuselyond the official end of activity in
order to prepare a journal paper that will be suteaifor publication soon. We include
hereafter the abstract of the paper.

5111 Abstract

We show a detailed analysis of systems where dpitarconnects can be applied. The
application targets are the high-performance ndéwardes that can more benefit from an
optical implementation of the backbone subsysteochSnodes may comprise switches,
routers, digital or optical cross-connects, and-aiaigp multiplexers with different number of

ports and different data rates. In light of thesguirements, we will identify potential

bottlenecks of “traditional” electronic intercontien systems, in terms of scalability towards
the upgraded performance required by the futurevoriis. This document will provide an

overview on the state-of-the-art structures antirtetogies in electronic switching systems to
implement interconnections. It will then analyzesgible limitations of these solutions in
front of new requirements and show in which cased how optics can offer a real

competitive advantage to equipment providers.

5.1.2 Publications
The content of the survey presented by this jaitivey will be submitted for publication.
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5.2 JA2: Survey on photonic technologies for optical interconnections
(closed)

Participants: PoliMI, PoliTO, TUE, TUW
Responsible person: Guido Maier (PoliMI)
Deadline: Month 24

5.2.1 Description of the work carried out

This JA achieved in BONE Y2 the completion of thegeted survey, reported in D25.2. In
BONE Y3 work on this activity has however continusglyond the official end of activity in
order to prepare a journal paper that will be sutaaiifor publication soon. We include
hereafter the abstract of the paper.

52.1.1 Abstract

For transmitting very high data rates inside systepiotonics allows to overcome several
limitations of electrical wiring. We show how thtein occur on the typical interconnection
distances rack-to-rack, board-to-board and evechgqm- The comparison between optical and
electronic transmission is carried out both foiadend parallel links. Then in this survey we
report about the state-of-the-art photonic techgiek and devices to implement all the
functions needed in an interconnection subsystetmaokplane, including: signal generation,
signal detection, amplification and switching. lsit@advances of research in this field are
reviewed. Finally, a comparative analysis of powensumption in optical and electronic
interconnection systems is reported.

5.2.2 Publications
The content of the survey presented by this jaititvely will be submitted for publication.
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5.3 JAS3: Survey on optical interconnection architectures and solutions
(closed)

Participants: PoliMI, PoliTO, PUT, TUW, UoP, UNIBO
Responsible person: Guido Maier (PoliMI)
Deadline: Month 24

5.3.1 Description of the work carried out

This JA achieved in BONE Y2 the completion of thegeted survey, reported in D25.2. In
BONE Y3 work on this activity has however continusglyond the official end of activity in
order to prepare a journal paper that will be sutaaiifor publication soon. We include
hereafter the abstract of the paper.

53.1.1 Abstract

Large-capacity interconnection systems only baseelectronic technology suffer technical
bottlenecks that bound their scalability. Opticalerconnection has proved to be a valid
alternative solution in many applications, rangir@m circuit switching to packet switching,
to super-computing, to systems embedded on-chipthik survey we analyze the main
applications of optical interconnection. First wesdribe the main type of system architectures
classified according to the application, analyzitigeir most relevant requirements of
interconnection. Then, for each application clags present the main architectures that have
been proposed so far in literature and prototypedhlbs or, in some cases, developed as
products available on the market. Our overview aamntestifying that optical interconnection
Is not only a subject for theoretical studiessitinstead an important resource to increase the
capability of actual high-speed systems in telecomations and computing.

5.3.2 Publications
The content of the survey presented by this jaititvely will be submitted for publication.

10
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5.4 JA4: The "BONE switch": a reference architecture for the optical
backplane

Participants: UPCT, PoliMI, PUT
Responsible person: Pablo Pavon (UPCT)
Deadline: Month 36 (starting from Month 24)

5.4.1 Description of the work carried out

54.1.1 Introduction

The objective of this joint activity is the defimbh of a future high-performance network
element which is able to take full advantage ofrOdrder to overcome limitations of current
top-line switches and routers, still based on ebeat interconnection. Two lines are proposed
to identify a next-generation model able to achiereakthrough targets in terms of scalability
and power/energy-savings. The first idea is tooohiice optical interconnection elements in
the commercial routers already tested to reachrddgas in consumption and in scalability.
Moreover, better behavior is expected with higherdies than the switches and routers based
on electronic elements. The second line proposes n®vel architecture for Strictly Non-
Blocking (SNB) multistage photonic switches implemezl using Tunable Wavelength
Converters (TWCs) and Array Waveguide Gratings (A)/Gn this case the coherent
crosstalk is completely suppressed so these AW@ebswitches can be used in asynchronous
networks. In the following sub-sections, the adesnelated to both lines are described.

5.4.1.2  Optical switch fabrics in electronic switches

Electronics limitations about scalability and caomgtion are widely known. Besides, it is
necessary to consider that as line rates increagacity and consumption limitations get
more restrictive. As a result, electronic backptahave become a bottleneck. The approach
we study to address this bottleneck, is the rephace of some parts of existing high-capacity
commercial routers by optical architectures. Finsg study the architectures of some
commercial high-performance routers. In this step dbjective is identifying elements that
can be replaced by optical systems without affgcthre rest of the architecture. After the
identification step, we compute the benefits olgdiif the replacement was made, in terms of
power consumption, switch capacity and scalability.

In our study, we focus on the commercial high-cédpaouters of Cisco and Juniper. We
identify two models which have a separated bufésrlewitch fabric. We are interested in
observing how these switch fabrics can be substfuvithout affecting the router operation.
We choose Juniper TX Matrix and Cisco 12816.

Juniper TX Matrix

Juniper Networks presents two proposals to terabiiters. Both suggestions are based on a
set of routing nodes and a platform which couldipgraded to scale to terabits of bandwidth

in a multi-chassis router configuration. In thiseave study the proposal composed of T640
Routing Nodes and TX Matrix Platform. TX Matrix the central switching and routing

11
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element that interconnects the T640 Routing Noddsrin a single routing entity in what is
called a routing matrix configuration. The TX Matplatform chassis is a rigid sheet-metal
structure which has a maximum weight of 225 kg arghsures 113 cm high, 44.2 cm wide,
and 76.2 cm deep. A TX-Routing Matrix reaches up.&6 terabits per second (Tbps) (4x640
Gbps) of switching capacity and consumes about 4860

Routing Node Routing Node
Packet i Packet
Forwarding Forwarding
Engines Engines

: !
Routing Node | Routing Node
SIBs SiBs
| T640 routing node » A T640 reuting node
ST 1 3 [
! TX Matrix platform I
: y H Five fiber optic
] E . i array cables
Two UTP ) = | i
Category 5 | Switch Fabric !
Ethernet i J !
cables i i
et ————:‘ Routing Engine L:'__‘;;;:_‘:'_:""_
T640 routing nede /. “=\ T640 routing node
Routing Node Routing Node
SIBs - SIBs

Routing Node Routing Node
Packet Packets Packet
Forwarding out Forwarding
Engines Engines

Figure 1. Juniper Networks Routing Matrix

A TX-Routing Matrix (shown in Figure 1) is composefithree major elements following the
same structure in both router configurations predos

- From one to four T640 routing nodes which provide tetwork interfaces for the
routing matrix and make distributed packet forwagdidecisions. Each chassis
contains a total of 16 Packet Forwarding Enginé€@) (up to 20 Gbps each for T640
and 50 Gbps for T1600) which communicate acrossuhieh fabric.

- A TX Matrix (Plus) platform, which executes the timg protocols for the routing
matrix, maintains system state, and provides thee ad the switch fabric that
interconnects the individual routing nodes.

- A set of cables, which interconnect the data aedctintrol planes of each individual
chassis into a unified routing matrix. Two UTP Qgtey 5 Ethernet cables are used
between the TX platform and each routing node ¢octhntrol plane communications.
Five fiber-optic array cables per node are utilimedonnect the data plane.

In a TX-Routing Matrix, the switch fabric providemta plane connectivity among all the
nodes in the matrix. The TX-Routing Matrix uses @tmstage Clos network. The Clos stages
are distributed between the routing nodes and Keplatform: the routing nodes have the
first and the last stages, and the TX platform fidle intermediate stages. Five switch fabric
planes are included in a TX-Routing Matrix and eatdge is supported by Switch Interface
Boards (SIBs) (see Figure 1). At a given time folithem are used in a round-robin fashion

12
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to distribute packets from the ingress interfacethtoegress interface. The fifth one is utilized
as a hot-backup in case of failures. The five dwitabric planes contained in TX Matrix
platform are the electronic part to be replacedHh®y optics elements, as will be described
later.

Note how the Clos switch fabric is distributed iX Matrix. In TX Matrix case (see Figure 2),
a T640 routing node in a routing matrix implemehtgh the first and third stages Clos
functionality. Each T640-SIB card in the T640 rogtinode performs a switch plane. The TX
Matrix platform functions as the switching core atouting matrix and contains five SIBs
(Switch Interface Boards), which are connectechto T640-SIB cards in each T640 routing
node. Each TX-SIB operating as the second stage ©fos network functions as a switch
plane that provides connectivity between the irggrasd egress T640 routing nodes, and
delivers 640 Gbps of switching capacity.

TX Matrix
Plane E (Backup)
T640 Routing Node Plane D T640 Routing Node
> Plane C
Incoming Rlane B
Packets Plane A
3} Ingress PFE —) —) EgressPFE [———)
Second-stage
Fabric ASICs 1
First-stage ) *. Third-stage
Fabric ASICs L Fabric ASICs

Figure 2. Routing Matrix Clos Switch Fabric Implemtation in TX Matrix.

In this Juniper router the process of transmitandata cell across the switch fabric involves
the steps describe next. When a packet enterstimgawde from the network, the ingress
PFE creates the packet notification and segmentpdbket into 64-byte data cells. The data
cells are then written into ingress memory, a fodireg table lookup is performed, ingress
packet filtering is applied, and the data cellsespnting the packet are transmitted across the
switch fabric to the egress PFE. The process obtnitting each data cell across the switch
fabric involves the following request-grant mectsami The request for each cell of a packet is
transmitted in a round-robin order from the souPg&E to the destination PFE crossing the
TX platform. The destination transmits a grantite source using the same switch plane from
which the corresponding request was received. $obfeE then transmits the cell to the
destination PFE on the same switch plane. Whethaldata cells arrive at the egress PFE,
they are written into egress memory, a second fatwg table lookup is performed, egress
packet filtering is applied, and the data cellseepnting the packet are reassembled to form
the original packet.

Cisco 12816

The Cisco 12000 Series routers (see Figure 3) etebapacity and services with its fully

distributed forwarding architecture and crossbartcdwfabric. We studied the product with

the highest aggregate switching capacity (1280 Giop$2000 Series, i.e. Cisco 12816. This
router has 16 slots whose full-duplex throughputs4® Gbps/slot. The physical dimensions
of the chassis are 181.6 cm high, 43.8 wide andl &5. deep, and its maximum weight is 177
kg. The power consumption of the router considesetB0O0 W. To describe Cisco 12816 we
divide it into two main parts:

13
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Backplane: Gigabit Route Processors (GRPs) and Cawels (LCs) are installed from

the front of the chassis and plug into a passiwkflane. This backplane contains serial
lines that interconnect all of the line cards te 8witch fabric cards, as well as other
connections for power and maintenance functions.

(i) 40 Gbps Switch Fabric: the core of the router @ssbar switch fabric that provides
synchronized connections between the line cardstlaadRouter Processor (RP). The
switch fabric consists of 2 clock scheduler car@S¢s) and 3 switch fabric cards
(SFCs). One CSC and the three SFCs are the adtivehsfabric; the second CSC

provides redundancy for the other 4 cards. The S&tk CSC provide the physical

switch fabric for the system as well as the clogkior the Cisco cells that carry data and
control packets among the line cards and routegssmrs.

: Switch Fabric :
1
: i

=
O

=
O

— > LC

PYEEE - FEFE ----H31- 01

LC

srcl— T
T ——

Route

Processor 1, Processor

csC

Figure 3. Cisco 12000 Series Internet Router.

The switch fabric can be imagined asNwN non-blocking crossbar switch fabric whee
stands the maximum number of LCs that can be stggbam the chassis including the GRP
(N = 16). Each LC hasl+1 virtual output queuing (VOQ); one for each pblsiline card
destination and one for multicast (Figure 4).

When a packet comes in an interface, a lookup ifopeed to determine the output LC,

interface, and appropriate Media Access Control @QJlAayer rewrite information. Before the

packet is sent to the output LC through the falihie, packet is chopped into Cisco cells. A
request is then made to the clock scheduler fangssron to transmit a Cisco cell to the given
output LC. The output LC then reassembles theseoGislls into a packet, uses the MAC
rewrite information sent with the packet to perfotine MAC layer rewrite, and queues the
packet for transmission on the appropriate intexfac

14
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VOQs
T
Incoming Cisco :l Outgoing
Packets cells i <:> (;::) Packets
=== Line Card :' Line Card >
voas I
=
Incoming Cisco :l Outgoing
Packets cells - k=N K= Packets
— Line Card = IS

. Line Card
X-bar Switch Fabric

Figure 4. Crossbar switch fabric with VOQs.

Substitution stage

In our study, the electronic parts identified ircleaouter, i.e., the five switch fabric cards in

TX Matrix and the SFCs in Cisco 12816, are repldngedn AWG-based architecture such as
the ones shown in Figure 5. The architecture imféidp(a) is composed of an array of tunable
transmitters (one per switch port), followed byaarayed waveguide grating (AWG), and an

array of wide-band receivers. Considering the las¢arches [1], we must say AWGs present
some constraints which must be taken into accolm. main problem occurs when several

input ports are using the same wavelength, so teresponding output ports will present in-

band crosstalk. Thus, we must control the levelsadferent crosstalk if we want to reach

large-size switching fabric based on the AWG asddtiire. So, to this end we consider an
AWG-based architecture with two stages insteachef(@igure 5(b)).

We study the substitution of the switch fabricsled routers using the two solutions shown in
Figure 5. The maximum number of ports of the omgestsolution Nimax) IS obtained as the
maximum port count possible taking into account doastraints due to the impairment
effects, using the methodology in [1]. For compatihe in-band effects, we assume the worst
case situation in which all the transmitters in @ney are using the same wavelength. For the
two-stage case, it is N0 necessary to considewtst-case situation. It has been shown in
[2], that for this architecture it is possible toith the packets so that at most 4 transmitters
in any of the two stages are using the same wagtdemhanks to this, the in-band crosstalk
impairment is limited, and the AWG scalability isegtly improved.

1 1 1 R
AWG . _ AWG AWG
NxN : : NxN NxN
N N N N
— R —R—
() ) (b

Figure 5. AWG-based one-stage and two-stage salitio
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Results

Table 1 and 2 show some results for Juniper TX iaffable 3 collects consumption
information for different line rates, where 50 Ghpshe line rate used by TX Matrix, and for
the two proposed solutions, and maintaining the wemof ports from the original router. We
indicate if the solution is feasible or not accaglto the physical impairments. We observe
that the consumption of the optical architecturesvery low, in the order of mW. This
suggests that the total consumption of the TX Matrould be considerably reduced if this
replacement was performed. Table 2 shows the thputgwhich could be reached if we
exploited the scalability of the AWG-based archilees at its maximum that means using
with the maximum port count allowed by the physicapairmentsNm.x. Results show that
the throughput of the architectures can be increaseall the cases respect to its original
number (2.56 Tbps), and/or the number of nodestwbarild be potentially connected to the
TX Matrix platform is increased.

Line Rate (Gbps) 10 40 50 100
No. AWGs 5 5 5 5
One-stage NxN AWG size 32x 32 8x8 <7 4x4
solution Impairment feasibility Not feasible  Feasible  Feasible Feasible
Consumption(mw) - 6560 7000 7600
No. AWGs 10 10 10 10
Two-stage NxN AWG size 32x 32 8x8 <7 4x4
solution Impairment feasibility Feasible Feasible Feasible Feasible
Consumption (mW) 17920 13120 14000 15200

Table 1. Consumption Data TX Matrix (2.56 Thpsbdes)

Line Rate (Gbps) 10 40 50 100
No. AWGs 5 5 5 5
One-stage NxN AWG size 32x 32 14x14 13x13 9x9
solution Throughput (Gbps) - 4480 5200 7200
Total no. nodes - 7 8 11
No. AWGs 10 10 10 10
Two-stage NxN AWG size 127127 67x67 57x57 27x27
solution Throughput (Gbps) 10160 21440 22800 21600
Total no. nodes 15 33 35 33

Table 2. Throughput Data TX Matrix (2.56 Thps /otles)

5.4.1.3  Asynchronous AWG-based architecture

Building upon the outcomes of previous JAs, we pegpa modular AWG-based optical
interconnection architecture for B2B and R2R sdesarOur network has a controllable
amount of crosstalk (approximately to zero), highotughput, low optical path loss, lower
power consumption. The proposed architecture caspto the fundamental guidelines
coming from JA1, JA2 and JA3, which are: feasipilitith current or near-future technology,
low power consumption, high resilience, competit@dvantage compared to electronic
solutions.

Arrayed Waveguide Grating (AWG) is a very attraetpassive optical device for constructing
high-speed large-capacity WDM optical switches, dose it is scalable to large size,
consumes little power, offers high wavelength delegg, low insertion loss, small size,
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potentially low cost and fast switching time. Asnaatter of fact its switching speed is
determined only by the speed of wavelength coneerswvhich is in the order of nanoseconds
and sub-nanosecond, in the Tunable Wavelength CamsgTWCs) located at the ingress
ports of the AWG. Moreover, AWGs and TWCs have #uvantage to be commercially
available components. These are key features tiadie the design of an optical AWG-based
switch that is cost-efficient.

AWGs are passive devices behaving as multiportrfer@meters. In the I (Nx1)
configuration, AWGs act as wavelength multiplexgidemultiplexers). In theNxN
configuration, AWGs behave as wavelength routetse information at an input port is
forwarded to an output port depending on the seteatavelength. More specifically, at each
input port, different wavelengths are used to radifferent output ports.

Commercial AWGs provide uniform transfer functioasd extinction ratios among adjacent
channels in the order of 30-40 dB. These physmgr characteristics are largely sufficient
for multiplexers and demultiplexers, which are iedecommonly used in commercial WDM
systems. However, significant coherent crosstajurés were reported INxN AWGs with
large port counts. If the same wavelength is usedl AWG inputs, the maximum admissible
value ofN is severely limited.

We propose a method to design Zero-Coherent- Gias&ZCC) and Strictly Non-Blocking
(SNB) AWGs-based switches. An AWG-based switch 3CZif each wavelength is not
reused more than one time in any instant time. B\@eit is also SNB if the information can
be transferred by an unused wavelength from angedhgwitch input to any unused switch
output without changing the routing/ wavelengthaofy previously established connection.
The coherent crosstalk suppression allows us ushese AWG-based switches in
asynchronous networks. With our approach, we amnsayd able to establish an
interconnection between an idle input port anddd@ output port without reuse wavelengths
utilized for connection demands already established

To eliminate the problem of the coherent crosstailkihe following we propose an optical
switch fabric using combinations of an AWG and WBbuplers.

Without loss of generality, Figure 6 shows»&33and a 44 implementation of the proposed
ZCC architecture. Focusing on Figure 6b, the swhatinic supports up tbl = 4 simultaneous
connections. At most one cell can be sent from é@gaiti (i | 0<i < N-1), in the set of the
switch input portd, and at most one cell can be sent to each op{ph0<j <N-1), in the set
of the switch output portd The proposed architecture comprises an AWG wgataf§ = 8
input portsS= [g] (s| 0<s<|S}1) and a set oDj| = 8 output port® = [d] (d| 0<d < |D|-1),
where § is always equal t®d|. Moreover 4 couplers are employed. Note thatsthigch is
characterized by two different set of inputs (otputhe switch input ports (O) and the
AWG input portsS (D). Each switch input poiit is connected with a different even AWG
input ports, leaving the odd AWG input ports unconnected. Eatput portj is connected
via coupler with a specific pair of AWG output porfollowing a specific algorithm (in this
cased =) andd =j + 4). Each input poit of the switch is equipped with a single TWC that
assigns to each cell a wavelength out of a presiéted set ofj = P| = 8 wavelengths
A= {7\,0, 7\,1, ...,7\,7}.

17



FP7-1CT-216863/PoliMI/R/PU/D25.3

™ [ Coupler i
Inputs I Outputs J Inputs 1 Outputs J
AWG AWG AWG AWG
inputs 5 autputs [} inputs & autputs
0 0 ] | o 0o 0 D K
i L | [Faaimi 1_ 1
1 o 2 2 1 1 o 2 2 | 1
3 3 3 3
2 T AWG 3 2 2 7| AWG 3 2
g =] B = g 5 = =
3 & 3 [ G 3
7] 7 =1 7 B
a) b)

Figure 6: a) 3x3 and b) 4x4 ZCC/SNB AWG-based heticealized via an 8x8 AWG.

By way of illustration, Figures 7a and 7b show 5x& and 6x6 optical switches. Figure 8 and
in Figure 9 report how the wavelength interconmatwican be established into the respective
optical switch [7].
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Figure 7. a) 5x5 and b) 6x6 ZCC/SNB AWG-based bestcealized via a 16x16 AWG.
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Figure 8. The wavelength interconnections that lsarestablished for the optical switch in Figure 7a
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Figure 9. The wavelength interconnections that lsarestablished for the optical switch in Figure 7b

As shown in Figures 8 and 9, the coherent crosstalistrain is suppressed thanks to the
multiple choice of wavelength to reach the outpurtg] from the input ports.

In Figure 10 we report the number of AWG input/autports required to implement the
ZCC/SNB AWG-based switches. The implementation ddiregle-stage ZCC/SNB AWG-
based switch with a port counts greater than 9sl@n impracticable solution because it
requires an AWG with more than 50 input/output poftherefore, our study is focused on the
AWG with port counts lower than 40 channel devieeth a channel spacing of 100 GHz
which are commercially available.

AWG-based switch ports AWG ports

Ix3 8x8 ”pmcﬁcar
x4 8x8

Sx5 18x18

X7 J2x32

axg J2x32

impracticable
r

Figure 10. Number of AWG ports required to reabizdxN ZCC/SNB AWG-based switch.

We have generalized the coherent crosstalk suppresschnique for anixM AWG-based
switch (withN > M, N < M). Further details can be found in Ref. [7].

The multi-stage approach proposed by Clos can betad to solve scalability issues and
construct switches with a larger port counts. lguFe 11 a 32x32 ZCC/SNB three-stages Clos
switch is reported. Networks with more than thresges can be built by iterating the basic
three-stages construction.
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Figure 11. 32x32 ZCC/SNB three-stages Clos switch.

Let us now consider the feasibility and scalabitifythe optical fabric architectures described
previously. The number of AWG and TWC devices regpliby iterative Clos architectures
construction is reported in Figure 12 [7].

Architecture Port count #TWCs #AWGS
3-stage 32%32 144 23
5-stage 128x128 1360 255
7-stage 512512 10928 1831
9-stage 20482048 82128 13841

Figure 12. Number of devices for the proposed @lohitectures.

The number of TWCs primarily determines the cdst, jower consumption and reliability of
the switch-fabric. Even though TWCs are, at thisnpan time, rather complex and thus
expensive devices, we do expect that their costdrilp severely. Indeed, research on these
devices continues and integration of the converteith tunable lasers has already been
proposed, allowing production at a substantiallydoprice.

Power loss in our switching architectures, whictexperienced by AWG loss and coupler
loss, is independent of the number of stages tieatacterize the Clos networks. As a matter
of fact, at each stage ingress the signals travansarray of Electrical-Optical-Electrical
(EOE) TWCs where they are 3R regenerated. Figurghtd@ss the optical signal path through
3 stages of a multistage Clos networks. Each stagennected with the following one by
very low-loss propagation media provided by theglsirmode silica optical fibers with
0.2 dB/km (at 1.55 um) loss. Given that typicalkrém-rack interconnection distances are
lower than 100 m, the propagation attenuation iigible in our model. For the TWC, a
typical range transmitted power is from about 1 fOMBm) up to a few 10 mw (10 dBm).
In our analysis, we assume a transmitted power dB®. This is consistent with typical
tunable laser peak output power on the order adB®, and with the 6-7 dB equivalent loss
introduced by an external modulator (3 dB due tapfirkeying and 3-4 dB due to additional
insertion loss). The power penalty of passive devitke AWGSs and couplers is dependent on
the number of ports. The insertion loss that ignrgfd from data sheets for AWGs shows a
dependency on the numbierof ports that contributes logarithmically to thewmw penalty,
i.e., 2 + 1.2log{/4) dB. Regarding crosstalk effects, the suppressfdhe coherent (in-band)
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crosstalk leads to crosstalk-related contributid@aspenalty that are very weak for all
architectures, which creates only out-of-band ¢etss\WhenN is equal to 32 and 14 the
insertion loss of an AWG is approximately 3 dB @@ dB, respectively. Successively, when
the signal traversebl-port couplers (or splitters), the coupling procgsges a minimum
theoretical loss increasing with 10 Idg(dB. With 32x32 AWGs the outputs are coupled
with a coupler degree of 4, which implies an insartloss equals to 6 dB. Otherwise, in
14x14 AWGSs the coupler degree is equal to 2, thenrbertion loss is 3 dB. For the power
received by TWCs, we assume a target Bit Error RBER) equal to 1% for which the
receiver in the TWCs have a receiver sensitivityadgo -17.8 dBm and -12.5 dBm with
40 Gbps and 100 Gbps [3], respectively.

=1 L L=
.._-: A7 AWG = Sl AWE -F: Txd AWE
p 3 re] o aweich :: i
= ]
£t
dEm 1
I AN |ozs AWE boss AW loza
0 I -
+ Coupler loos Cioupler lose Coupler loas
=31 4 couplng (4 coupdng 2 coupling
1 daqrasi chagrasi degrasd

Figure 13. Power budget analysis in ZCC/SNB 3-stdgles network.

Figure 13 shows that, the output power from eaclC/BBIB AWG-based switch is at least
- 6 dBm, which is much higher than required givieea TWC sensitivity in the ingress of the
downsatream ZCC/SNB AWG-based switch, also with Gips channels. Therefore, also
with a 32x32 ZCC/SNB three-stages Clos architectiraracterized by a restricted number of
TWCs and AWGS, a throughput of 3.2 Tbps is offedédhe 204& 2048 configuration is
adopted, the throughput is increased up to 204.8s.Tlhese throughput values are
comparable with the ones offered by current el@atroommercial routers Juniper TX Matrix
(with 4xT640) and Cisco CRS-1, which are equaRt® Tbhps and 92 Thps, respectively.
Figure 14 shows the systems throughput under diffeshannel rates.

. Throughput | Throughput
Architecture | Port count (40 Gbps) | (100 Gbps)
3-stage 32x32 1.3 Thps 3.2 Thps
5-stage 128x128 5.1 Tbhps 12.8 Thps
7-stage 518512 20.5 Tbps 51.2 Tbps
9-stage 20482048 81.9 Thps 204.8 Tbhps

Figure 14. Throughput for the proposed Clos network

Another issue with core routers is the amount ovgrorequired to operate them. In this
section we estimate the power consumption of eachistage Clos architecture. For this
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purpose, in the following we specify the energy pirof common OEO TWCs required to
implement the following interconnection modelsour calculation we assume that the TWC
is composed by a receiver as its input and the tatahuas its output, and the transmitter must
be tunable. The total power consumed by the fieediver is 1.1 mW/Gbps [4].

Analogously, the power supply for a Vertical Caviyrface Emitting Laser (VCSEL) is
2.5 mW/Gbps [5] plus 10mW to tuning laser [6]. Altlgh the proposed multistage Clos
architectures requires a high number of TWCs, @ansubset of the installed TWCs may be
simultaneously in an active state: this subsetaheardinality ofNxk, whereN is the switch
port counts andt is the number of stages in the Clos architecttigure 15 reports the power
consumption for different Clos architectures basedwo different channel rates, i.e. 40 Gbps
and 100 Gbps. For equal values of throughput, auhitecture requires lower power
consumption than the one required by Juniper TXriMdtvith 4xT640) and Cisco CRS-1,
which, in their maximum configuration, is equal3b kW and 1 MW, respectively.

#TWCs Power Power

Architecture

Port count

utilized

(40 Gbps)

(100 Gbps)

3-stage

32x32

96

147 W

355W

5-stage

128x128

640

98.5W

236.8 W

7-stage

512x512

3584

552 W

1.3 kW

2048x2048

18432

2.8 kW

6.8 kW

9-stage

Figure 15. Power consumption for the proposed @leisvork.
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5.5 JAL: Performance and complexity analysis of optical switching
fabrics

Participants: PoliTO, PoliMI, UniBO, TUW, UPCT, UoP
Responsible person: Guido Gavilanes, Fabio NetiT29
Deadline: Month 36

5.5.1 Description of the work carried out

5.5.1.1  Optical packet switching architectures with shavesvelength converters

All research efforts in this JA have been diredtethe analysis of architectures proposed by
partners, such as the wavelength selective switdln&80O, and classical architectures with
microring resonator based filtering devices.

In the work by UniBO photonic switch architecturegh shared wavelength converters [1],
[10] are considered mainly in the perspective ghal path analysis, by accounting for the
physical properties of the employed optical commbsien particular, the different forwarding
paths which support data transfer are investigatetirepresented by block diagrams to take
into account physical properties like power lossisae and cross-talk effects. To this end
passive and active optical components are charaeteusing off-the-shelf data sheets or
existing models. Two different, recently proposart;hitectures are considered, the Shared-
Per-Input-Wavelength (SPIW) [1] and the Shared-®etput Wavelength (SPOW) [10]. They
are sketched in Figure 1(a) and Figure 1(b), rassdyg.

SPIW connectdN input/output fibers carryind wavelengths, and shareg Wavelength
Converters (WCs) among packets coming on the saanelength. There ar& pools
(dedicated to different wavelengths) rigf WCs each. The total amount of WCsMs,.. The
required WCs are Fixed-input/Tunable-output WCs WEIS). The organization is very
modular to ensure flexibility and to reduce theesit the needed splitters/couplers. Further
details can be found in [1].

SPOW is similar to the SPIW, but it employs Fixedput WCs (FWCs), which are simpler
to implement. In this case, there &epools of WCs, and WCs in the same pool are shared
among the packets that are scheduled for forwardmghe same wavelength, in different
output fibers. Further details can be found in [10]

24



FP7-1CT-216863/PoliMI/R/PU/D25.3

(N+Mr, ):1
(4 oF 1

w
F AR

==
EDFA FTWC FWC OG

1:N coupler DEMUX
(a) SPIW (b) SPOW

Figure 1. SPIW (a) and SPOW (b) architectures base&OA technology. The architectures connect N
input/output fibers carrying M wavelengths, and grevided with §wavelength converters per wavelength.

Loss and noise in optical signal paths

Forwarding paths in SPIW and SPOW architectureshare considered. In the proposed
switching architectures, the optical signal camyandata packet can pass from the input to the
output fiber through two different paths, dependamgthe need for wavelength conversion.
These paths are shown for the SPIW and SPOW actiniés in Figure 2(a) and Figure 2(b),

respectively.

SOA1

1:(N+r,),

EDFA1 from IN 1 N1 WG M1 .
—3 2
¥ . =
SOA2 / EDFA2 EDFA3

from IN N

(a
1:(N+Mr,) /_d:somgb

INA

)

from IN 1

EDFA1

from IN N to OUT N
(b)
Figure 2. Optical forwarding paths in SPIW (a) aB&@OW (b).
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Different passive and active optical devices, wltfierent number of ports, are employed.
Passive devices are used to split/couple, multigEmultiplex the optical WDM signal, in
order to connect paths to different subsystemsivAaiptical devices are used for switching
and amplification purposes. Passive devices intredoptical power loss; active devices
amplify the optical signal, while introducing addital noise, which impacts on the Optical
Signal-to-Noise Ratio (OSNR). The physical chanaz#¢ion of these devices is now
presented, by applying a methodology based on43]which was specialized for the SPIW
and SPOW forwarding paths.

Passive devices

The passive devices are splitters/couplers (S/@)dmamultiplexers/multiplexers (D/M). The
ideal power loss introduced by a splitter (couphemdn N outputs (inputs), is given by
10logoN dB, while an ideal MUX (DEMUX), able to multipleXdemultiplex) M
wavelengths, does not introduce any loss.

To provide a quite realistic loss analysis, theialcpower loss introduced by these devices has
been evaluated, taking second order effects intmwad, by interpolation of the values
reported in data sheets [4], [5]. Three differefieads are considered to contribute to the
actual loss: insertion los$L{(, non-uniformity (NU) and polarization depender{e®). The
resulting losses, indicated with(N) andL(N) for a splitter/coupler wittN outputs (inputs),
respectively, are given by:

NU PD

while the losses introduced by a MUX/DEMUX wilh wavelengths, indicated withy,(M)
andLp(M), respectively, are:

LS(N)‘ :LC(N)‘ =1+11logo(N) + 055N O3 - 005+ 03 dB
dB dB T ———— 5R~

Ly (M)‘ = LD(M)‘ = 12l0g,(N) - 04+ 10 + 005log,(N) + 005 dB

c

IL

Active devices

The active devices used in the proposed architestare Semiconductor Optical Amplifiers
(SOASs), which are used as ON/OFF Optical Gates (@@ Erbium Doped Fiber Amplifiers
(EDFAs), used for optical signal amplification pages. As a matter of fact, SOAs along the
optical paths are mainly used for switching purgosg allowing/blocking the propagation of
the optical signal through the architecture. Thé&so aamplify the optical signal. Instead,
EDFAs are used to recover the losses introducezhbsive optical devices.

Both SOAs and EDFAs, being active devices, intredadditional noise. The spectral noise
density at the output of SOA and EDFA amplifidisyt s and Nout g respectively, can be
expressed (in dB) as [3]:

NouT,s0a= NN ,s0ACs +hf(Gs —)Fg NouT.EDFA = NiN,EDFAGE *+ hf(GE —~DFg
%,—/ S —
ASE noise ASE noise

whereh is the Plank's constaritis the frequency in Hert&e, Fe andGsg, Fs are the gain and
noise figure of the EDFA and SOA amplifiers, regpety. Ninsoa Nout,soa NiNEDFA
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Nout epra represents the input and output noise spectrasitiles) for SOA and EDFA,
respectively. All these values are here consideredB or dBm. Typical values afe: = 5
dBm, Fs = 9 dBm [4]. Both components amplify the noise ioput and add additional
Amplified Spontaneous Emission (ASE) noise. It veasume that amplifiers provide an

output power (among all the channels) givenpt®y =0 dBm andp{}; gppa=25 dBm for
OUT,SOA ’

SOA and EDFA, respectively. In the proposed archites the SOA operates on a single
wavelength channel, so the output power for thanokl isp, . =ptt  =o dBm, while

OUT,SOA
an EDFA should amplify a WDM signal with up M wavelengths. Assuming uniformity
among the channels, the output power for a singénwel is Pour eppa= P! ~10l0g,4(M)

OUT,EDFA
dBm.

To ensure a proper functionality, the input powerao amplifier must be higher than the
amplifier sensitivity, here assumed to®ga = —10 dBm andepra = —29 dBm, respectively.
The SOA and EDFA gainsis and Gg are determined by the difference between the
(constant) output power and the (variable) inpwgro

Moreover, due to their finite Extinction Ratio (ERyhich is the ratio between the power in
the ON and OFF states (ideaky, SOAs do not behave exactly as ON/OFF gates.dctipe,
when an SOA is turned to the OFF state, part ofsipeal, instead of being blocked, still
passes through the device. The higher this powéhéslower the ER. This way, in a coupler
that multiplexes signals coming from different matthe fraction of a signal exiting from an
SOA in the OFF state becomes an interference fotte exiting from an SOA in the ON
state. There are two different types of crosstedkierent (or in-band) crosstalk and incoherent
crosstalk. The most relevant type for such archites is the first one, which is given by [5]:

I 2
IX (N =10lo 1-— dB
( )dB 10 ERQ )

where | represents the number of interfering channBER,is the SOA extinction ratio,
Q= \/Eerfcinv(zBER) represents the target quality factor (expresselinear units) for OOK

modulated systems, given a target Bit Error RateRB[3]. Typical values of) lie in the
range of 6-7 for BERs between 30 while the extinction ratio here considered is
ER=35dB.

As far as the WCs, it is here assumed that thewlkegptical and based on SOA technology.
They are assumed to generate a signal on a diffesavelength with output power
Poutwe = 3 dBm, without introducing further noise (in fabey regenerate the signal) and
eliminating the crosstalk previously accumulatadeq that the signal is translated on a new
wavelength. This component is not mature yet, sdahén characterization should be
considered as a future work [5].

Path analysis

To evaluate the loss and noise in such architegtutes assumed that the optical signal
carried by a wavelength is received by a burst nredeiver, with sensitivit§, given by [3]:

_ R
=-26+135lo —L2 ) dBm
SR o %G ogpit/

where the bit rat®, is expressed in Gbps (linear scale). A taf@8NR = 20 dB is assumed
for this receiver.
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The actual and target OSNR are calculated by cenaigl the spectral noise density over a
conventional bandwidth equal to the value of thanctel bit rate. It is possible to represent
the different optical paths illustrated in Figur@ block diagrams, as shown in Figure 3 for
the SPIW architecture.

Each block describing an amplifier is characterikgdjain and noise figure, indicated Wi
while blocks accounting for passive devices areattarized by attenuation, indicated wlith
All values are considered in dB. A final block takerosstalk into account as additional
interfering sources, as explained later on.

As stated above, an amplifier needs a given inpwtep, which must be higher than its
sensitivity. On the other hand an amplifier progi@d® output signal at acceptable power level.
The optical path can be divided into different qaths, each going from the output of an
amplifier to the input of the next one. The levélpower provided to the amplifier must be
evaluated for each sub-path. As an example, fop#étle without conversion of SPIW (Figure
3(a)), there are three sub-path:

i. from input to SOAL,
ii. from output of SOAL to EDFA4;
iii. from output of EDFA4 to the receiver.
It should be ensured, respectively, that
I Pin,soat = Pouteprai- Ls(N+ry) — Lo(M) > Ssoay,
ii.  Pivepras = Pout,soai- Lmu(M) - Lc(N+ rw) = Seprag;

li. Pout = Pout epras> k.

POUT, EDFA1 PIN,SOA1 POUT,SOA1 PIN, EDFA4 POUT, EDFA4
EDFA1 ! I SOA1 | I EDFA4 |
Py I | | | | ~ Pout
~Ls(N+ry)—| Lo F=+'g ~Ly(M)[={-L o(N+r,, )H—1{CE>— , >
Nin Fe! | s | | Fe! Nout
I I Fe o1 ] 1
Nour, epra Ninsoar = S Nour,soa1 NN, EDFas Nour, eoras IX(N-1+r,)
(@)
P, eorat P, sonz Pout, soaz P, EpFaz Pour, epraz
EDFA1! I soA2 ! I EDFA2 !
P 1 1 1 1 1
\ _Ls(N"'rw) Y LD(M) : o GS | _LM(M)_’_LC(N) ! | _LD(M)_"
Ny FEI I . | Fe X
NN, EpFar Ny, soaz Fs Nour, soaz Nin, EDFa2 NN, pFa2
Pnwe Poutwe Pmveoras  Poureoras  Pin, soas Pout, soas P, eoras  Pour, epras
: wc : : EDFA3 : : SOA3 : : EDFA4 : p
ouT
1 —D{ Lo (M) L vy é‘s L —Lyy (M) -L(N+ry) | |
I | 1 FEI | F I FEI Nour
Nivwe  Nourwe N eoras  MNouteoras  Ninsoas 'S Nour, soas Nin, eoras  Nout epras IX(r,-1+N)
(b)

Figure 3. Block diagrams representing the opticavides through the forwarding paths in SPIW arattiiee:
(a) path without wavelength conversion, (b) patthwiavelength conversion.

At the receiver, it is also necessary to verifyt tine OSNRIs larger than the targ€SNR of
the receiver@SNR= Poyt — Nout + Ry) > OSNR).
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The coherent crosstalk, indicated by IX in Figures3accounted at the receiver Msl+r,,
interfering sources. In fach—1 paths connect the input fibers other than INoAhie desired
output fiber OUT B directly (without wavelength a@rsion) and,, paths connect thg, WC
pools to the OUT B. So, there are upNel+,, interfering sources on the same wavelength,
and the worst case was always considered. Theséfeimhg sources can be viewed as
additional noise, so the crosstalk must be accdumieen considering the OSNR at the
receiver.

In case the output of the node is connected tchdurnodes, the crosstalk contribution
accumulates through cascading nodes and will beuated at the final receiver.

Numerical results

The following parameters are considered to obtasults for SPIW and SPOW paths: bit rate
Ry, = 10 Gbps (leading t6: = —26 dBm) Py = 3 dBm for an input wavelength channel, input
OSNR = 60 dB, POUT’EDFA = 25 — 10'0@)(M) dBm, FE =5 dBm,&DFA = =29 dBm,
POUT,SOA= 0 dBm,FS =9 dBm,Sso/_\= -10 dBm, ER = 35 dm = 6, POUT’WC: 3 dBm,
receiverOSNR = 20 dB.
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Figure 4. Results for SPIW and SPOW. 4(a) and gifbjv the OSNR for the path with WC and the powerde
SOAL1 as in the case NM=32 channels. 4(c) and 4(olvshe same results for the case NM=128 channels.

Figure 4(a) and Figure 4(b) plot results for SPIWJ &SPOW equipped with a total of
NM =32 channels. Figure 4(a) shows the OSNR at toeiver for the path with WC,
respectively. The architectures provide almostghme results. The configuratiohls= 16,
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M=2 andN =8, M =4 appear to be not feasible due to noise pradjldhe others are
feasible, at least with a small number of WCs. Fegl(b) plots the power level before SOA1
and SOA3, which are the most stressed devices finer viewpoint. The figure shows how
SPIW performs better than SPOW in all configuragiofll configurations are feasible, only
SPOW withN = 2,M = 16 is below the threshofoa for very high number of WCs.

Figure 4(c) shows the same results féM =128 channels. As expected, performance
degrades in terms of both OSNR and power. All tbefigurations are difficult to be
implemented with this targgDSNR =20 dB, for both architectures. Finally Figure }4(d
shows how for the SPOW the power before SOA1 and3B® often under their sensitivity,
while the SPIW is shown to be feasible in termp@ier requirements.

5.5.1.2  Optical interconnects using microring-based denpldtxers

The contribution of PoliMI to this Joint Activitysi based on a feasibility and scalability
analysis of switching architectures with overalpaaity in the order of Thps [3]The main
effort of PoliMI has been put on the issue of intemecting line cards of routers/switches,
exploiting wavelength agility at transmitters tantwl signal routing across a Ring-Resonator
based structure. In Y3, starting from the architextdescribed in the previous deliverable,
PoliMI deeply investigated the characteristicstod aforementioned structure that is adopted
as the central stage of the switching backplanebditer understand the work that has been
done during Y3, some concepts already describeBONE deliverable D25.2 are now
recalled.

The proposed optical interconnection architectweptiesented in Figure 5, in whidk
transmitters are divided i8 switching planes, each one comprisiNgS transmitters. The
multi-plane architecture [6] allows us to furthergrove scalability by overcoming limitations
due to differential loss between the drop and tghoports of the rings. Starting from the left
side, a stage dfi/S1 couplers collects signals coming from each sipdhne. Beside the ring
structure, there is a second stage of couplersatieaheeded to achieve connectivity between
input/output ports belonging to different switchipignes.S EDFA amplifiers are then placed
after the couplers, and finallg demultiplexers route wavelengths to different atitports
within each plane. These demultiplexers can bezexhwith a broadcast and select structure
made of a coupler and a filter.

The ring structure for the plane selection can bét lvith a variable number of stages
indicated as TS (Total number of Stages). Thisrmpatar is important, as well &S andS
because it influences the number and the charsittsrof the devices connected downstream.
However, it is necessary to employT& big enough to completely discriminate all tBe
switching planes. This result is achieved by camsing TSto the following value:

TS=[log, S|

Assuming to have identical transmitters tunabléhensame range &f wavelengths, it can be
noted that a single wavelength is assigned to essgiver. Moreover, with this configuration,
the wavelength used to discriminate a receiverhigays the same independently of the
transmission plane and of the position of the tatisr in the plane. Thus, to communicate
with thei-th receiver of thé&-th plane, thg-th transmitter of thé-th plane should be tuned on
the following wavelength:

TXnj — R¥yj:Ag, f =k+i2TS;(hk) O[0;S-11,(j,)) O[0;N/S-1]
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Coupler N/S:1 Coupler 8:1  EDFA Demux 1:N/S

Tx#1

Tx #N/S

DROP 3

{ih i i

Tx#N

Figure 5. Ring-resonator-based architecture Fig6reRing-resonator Tree-based
demultiplexing structure

As it can be appreciated from this wavelength assent rule, the transmitter coordinatés (
andj) are not present in the assignment.

The working principle of the microring-based denplétxing structure is the same as the one
on which the common cascaded Mach-Zender-filter uligphexers are based: the
interleaving A 3-stage example of this architecture is showfigure 6. Rings are arranged
in a tree-like topology, in which thgth stage (kj<logN) contains 2' rings. Rings
belonging to same stage have equal radius (andethual FSR)K (eight) WDM signals,
evenly spaced in wavelength By, enter the structure at the IN port, and they havbe
demultiplexed and transmitted at the outlets (tiput ports of all the rings of the last stage).
In order to obtain one wavelength at each output, poe FSR parameter of theh stage
should be set as it followssSR = 2[AA (FSR = 2A\, FSR = 4AL and FSR = 8A)). By
adopting this approach, the FSR of the rings of [#s stage (the maximum FSR in the
network) is necessarily directly proportional te@ thumber of managed wavelengksSince
the FSR is inversely proportional to the ring ragdithis implies that, aK increases, rings
must be designed smaller and smaller. But giveer@io technology, there is always a lower
bound on the ring radius (below which waveguides @ longer able to confine optical
beams and loss starts to rise very quickly) thgises a scalability bound #h To overcome
this problem, in the tree-based structure, it issgme to adopt th¥ernier Effect7] which
allows us to design the rings with a limited FSRlevkhe periodicity of the transfer function
remains suitable to correctly demultiplex the inplodnnels.

PoliMIl work has been also focused on solving anoissue: in the design of a ring resonator
it IS necessary to impose the resonance condifitimeadevice on the wavelength desired to be
filtered from the ring. This centering action isaeay manipulating the geometrical length of

the ring, which is also inversely proportional be tFSR. Thus, the FSR is adjusted in order to
be able to separate incoming channels but at thee dane it is necessary to centre the

resonator in order to let the rings perform théterfing action. Roughly, two equations are

stressed, insisting on the same physical parameter.

The centering issue can be partially managed expjoagain the Vernier effect. To impose
the ring resonance frequency means to translatéraefer function peak of therop port
from the "casual" position in which it is locateftea the initial design to the desired
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resonance wavelength (Figure 7(a)). This lambdaskaion AL) can be reduced in a
variation of the physical length of the ring andréfore of its FSR (that in the worst case can
be equal ta\L = FSR2). Here the Vernier Effect can be exploited tacel some intermediate
peaks inside the FSR of the transfer function. gifesence of these peaks allows us to move,
among them, the nearest peak to the wavelengihen thus reducing at most tiae. (Figure

7 (b)).
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Figure 7. Effect of the centering procedure oftiiee-based structure rings In two cases: ideal piag (a) or
with Vernier effect exploitation (b).

After that, it has been found that it is possiladirther optimize the tree-based ring structure
parameters in order to improve the outgoing signadlity. First of all, it is necessary to
clarify that reducing the FSR value of the ringdhwihe Vernier Effect implies that the
crosstalkvalues produced by all the other input channelthefdemultiplexing structure are
increased [7]. Thus, a procedure has been realsgdptimizes the Vernier Effect adoption
and the 3 dB bandwidth of the resonator with tine @i minimizing the crosstalk level.

Finally, PoliMI realized a modular simulator worginwith the transfer functions of the
various devices of the architecture. This simuldias been used to validate results coming
from the analytical worst-case estimation of thehdecture scalability already described in
D25.2. In particular, the simulator was employedet@luate the effectiveness of both the
centering and optimization procedures.

As mentioned in D25.2, scalability is evaluatedterms of total aggregated bandwidth by
exploiting the model proposed in [6]. The aggredatendwidth is calculated as the
maximum number of allowed transmitters for the dedture multiplied by the bit rate of a
single channel. The characterization of the difiek@mponents taking into account physical
impairments and power penalties have been defiméerins of(i) average transmitted power
for each transmitte(ji) losses due to modulation and other effe@i,losses due to couplers,
ring structures and demultiplexers. Two furtherstomints are considere(h) signal power at
the receiver must be greater than receiver seitgiimd (b) calculated Optical Signal-Noise
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Ration (OSNR) at the photodiode must be greater #hi@rget OSNR value that guarantees an
acceptable BER performance.

The total aggregate bandwidth evaluation has baered out considerin@SNRy values at
the transmitter ranging from 40 dB to 70 dB. Rieganators operating with spacing of 25,
50, 100 and 200 GHz between the WDM channels haga Hesigned, and transmission rates
of 2.5, 10 and 40 Gbps are considered. Aggregatdviidth is directly influenced by the bit
rate and by the value df/SandS.

Figure 8 shows the throughput vs tB&SNRyx for the different bit-rate/channel spacing
configurations. Here the scalability is evaluatbobtigh the worst case analytical model. In
particular, in results, PoliMlI shows the comparisoetween the tree-based multiplexing
structure in which Vernier effect is exploited wifoase (b)) or without (case (a)) the
optimization procedure. As it can be noted, thenoigiition procedure is effective in terms of
aggregated bandwidth. Two different and distinceaar of the graphs identifying the
bottlenecks of the architecture can be observed.fifst one, characterized by curves with a
linear slope, indicates that the limit to the sbaity is given by the low OSNR values at
receivers that cause an excessive noise accumutatiough the various transmission planes
until the signal reaches the EDFA and finally theaiver. On the contrary, the second part is
characterized by a constant slope which indicétestalability independence from the OSNR
values. Here the bottleneck is the received power.
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Figure 8. Analytical model: maximum throughput VSN for all bit rate — channel spacing combinations.

Finally, Figure 9 shows the comparison between dnalytical model (AM) and the
simulation (SIM). The bit-rate /channel spacing faqurations that give the best scalability
were chosen. The first important outcome to hidttlig the similarity between the results
obtained with the worst-case analytical tool anthwie simulator. The estimation values are
always lower than the ones obtained with the sitiaria this is due to the conservative
attitude in the analytical analysis. Moreover, timization function effectiveness is also
confirmed by these results.
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Figure 9. Analytical model VS simulations: maximimoughput calculation for some bit rate — channel
spacing combinations.

The proposal shown in Figure 6 can be seen as tacabfabric that uses a demultiplexer
based on microring structure. At the moment, Polavitl PoliTO have been studying the use
of other possible microring-based elements usefiltass or even switching capabilities; a
preliminary comparative analysis has been carrigdasth demultiplexers, in which the tree
based architecture in Figure 6 is compared withBhs-based structure in Figure 10. From
the layout complexity point of view, both would leathe same number of rings and the same
reasoning can be applied to build the correspondignelength plan using the Vernier effect.
The main differences appear in their transfer fienctSince the Bus architecture is linear, the
last drop ports are more penalized due to losseb0a the other hand, the first drop ports
have a higher leakage power from the other porsng place to incoherent crosstalk. In
both, Tree and Bus based demultiplexers therediffexent scalability law; Figure 11 shows
the advantage of Bus-based power penalties redpediree and the traditional AWG
demultiplexer, for small demultiplexer sizes. Thenalties due to incoherent crosstalk are
comparable among all multiplexer types; but lossesthe main limiting factor, since they are
linearly dependent on the number of ports in thestvoase, with respect to the logarithmic
dependence of the AWG multiplexer [3], or the Tieee to TS scalability law).

TR

Figure 10. Bus-based demultiplexer
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Figure 11. Comparison between power penalties oGAEsed, Microring Tree-based and Microring Bus-
based demultiplexers

Currently this initial analysis is giving birth ther passive devices in the search for a higher
scalability of the traditional architectures thali®l, UniBO and PoliTO have proposed. And
it intends to be worth to produce results as & jwiork.

5.5.1.3  Efficiency Assessment in OBS-CB networks

Within the scope of JA5, TUW continued the reseavdnk (on the basis of the first results
presented in the previous reporting period) onadsktly issues and performance evaluation of
optical switching fabrics for optical burst-switch@etworks with channel bonding (OBS-
CB). In OBS-CB networks, bursts are aggregated tesnasmitted on multiple wavelength
channels in parallel, and therefore, the complesitgt cost of core nodes can be reduced. Due
to the fact that both the port count of core naales the temporal size of large data bursts are
reduced, the scheduling algorithm applied is exgzkedb be simpler than that used in
conventional unbonded OBS systems with wavelengitcising (OBS-WS). First results on
the OBS-CB architecture were published in D25.2.

In particular, TUW extended the study by an estiomtof the efficiency of OBS-CB
networks when using the proposed switching fabf&}s The OBS-CB efficiency can be
defined similarly to the waveband switching effiteg [9] as the relative reduction of the total
number of optical ports in a network when OBS-CRis&d instead of wavelength-switched
OBS (WS-0OBS). When assuming the case without wagéteconversion and separation of
bonded channels in the intermediate core nodesntimber of switch ports needed to
establish a lightpath ovét wavelength channels ai@lhops in a wavelength-switched OBS
network,nogs-ws and in an OBS-CB systemggs-cg, can be calculated as follows:

where y=__ bb
(TS +Tq jK

denotes the average utilization of a burst slice,, ithe efficiency of the burst assembly
method used, whil€ is the average hop numb@g,is the burst slice lengtfiy is the guard
time (see Figure 12], is the mean burst length in the system. Thusgetheiency is then
given by
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Figure 12. Channel-bonded burst assembly (a) wétbkpt cut (b) with parallelized packets.

In general, there are several methods that canppked for assembling and transmitting
bursts in OBS-CB networks. The easiest one coultb lm®llect a number of packets, let say
M packets, and to transmit each packet as a whoteveavelength channel, so titpackets
are transmitted in parallel dd wavelengths. However, if the packet length varesich is
usually the case— the efficiency of this assemlggeme becomes very low. The burst
transmission efficiency can be improved to somermxby collecting and transmitting several
small packets on the same wavelength channel wieetotal length of the collected packets
is smaller or equal to the burst slice length T&oTmore efficient burst assembly methods
are depicted in Figure 12. The one shown in Figl2éa) allows packets to be cut at
boundaries of a burst slice. Here, only a smallseduspace can appear in the last chakinel
which results in an improved transmission efficienthe other method depicted in Figure
12(b) assembles packets belonging to a burst amdsrit them bit-parallelized in a
consecutive manner on #fl wavelengths. The bit-parallel transmission allowaximum
utilization of the burst slice length, but it rerps bit-level synchronization of all channels
at the receiver.

Figure 13 shows the OBS-CB efficiency versus nundferascaded nodes for four different
values oK (2, 4, 8, and 16) and two valuesuwf70% and 95%).

Length
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OBS-CB Efficiency [%]
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=K =16,u=70%
——K=8,u=70%
—o— K =4,u=70%
K =2,u=70%

9 10 11 12 13 14 15

Number of Hops (@)
Figure 13. OBS-CB efficiency.
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It is apparent from Figure 13 that a significaninga efficiency can be achieved for more
than three hops when using an efficient methodbimst assembly on at least 4 bonded
wavelength channels, i.e., whed > 4. However, increasing the parametér and
consequently, decreasing the number of ports woktnprobably have an impact on blocking
performance of OBS-CB nodes. Therefore, it wouldbgterest to find a trade-off between
improving the burst-loss performance and decreasi@gnumber of switching ports. In further
work, TUW intends to evaluate blocking performané€®©BS-CB network nodes and to find
out the ranges of system parameters for which OBSaMGuld be more efficient than WS-
OBS by considering both the relative differenceha total number of optical ports and the
difference in burst-loss probability.
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5.5.4 Joint initiatives

Professor Fabio Neri (PoliTO) has supervised theearch of Domenico Siracusa (PhD
student at PoliMI) on Micro-Ring architecture sdxlidy.
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5.6 JAG: Optical backplanes utilizing microring resonators

Participants: UoA, UC3M, PoliTO, PoliMI
Responsible person: Antonis Bogris (UoA)
Deadline: Month 36

5.6.1 Description of the work carried out

5.6.1.1  Optical interconnection networks based on microniagonators

Each new generation of high-capacity routers anttbas must process an always increasing
amount of data traffic. Indeed, current trends @reincrease the processed information
densities while trying to maintain a reasonable @osemand.

The International Technology Roadmap for Semicotatad1] remarks that the most critical
performance limitations of electronic interconnecspend on the latency and power
requirements of metal wires, especially for lengibsve the millimeter. On the other hand,
the breakthroughs in CMOS-compatible silicon ph@emre increasing the interest in optical
technologies for interconnection networks.

In this research work, PoliTO proposes new solstitor large integrated optical switching
fabrics, which can be used to interconnect routdtt’h linecardsPoliTO is interested in the
use of microring resonators as switching devicesh ®s k2 and % 2 switching blocks [2].

Recalling the previous year’s results, PoliTO ubese Switching Elements (SEs) as building
blocks for proposing architectures:

* 1B-SE (Figure 1): The microring is coupled to twergendicular waveguides. Optical
signals entering the input port can be deflectedht drop port, when the ring is
properly tuned (or in resonance) with the inputhalgwavelength, or just continue
along the input waveguide towards the through pothe normal untuned state. The
structure can be tuned or untuned thanks to theurabon of the refractive index of
the material, which can be achieved by thermo-opffects [3], carrier injection
[4],[5] or optical pumps [6].

e 2B-SE (Figure 2): This SE exploits two 1B-SEs jhyintontrolled to provide two
switching states. In théar state (iR to out, in, to oup), each ring deflects the
corresponding optical input signal to the drop pafrtthe respective 1B-SE. In the

crossstate (in to ous, in; to out), each ring lets the corresponding optical inpgrhal
pass to the through port of the respective 1B-SE.

* 2M-SE (Figure 3): This SE is a modified versiontioé 2B-SE. By cross-connecting
input ports, the bar state is now achieved withooing the microrings, and the cross
state is achieved by tuning the microrings andedéfig the corresponding signals.
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Figure 1. 1B-SE Figure 2. 2B-SE Figure 3. 2M-SE

The three SEs present an asymmetric behavior. Exeetal measurements [2], [6] show that
when a signal is coupled to the ring to reach tbsirdd output of the SE it suffers a non-
negligible power penalty (i.e., drop port in 1B-Sfar state in 2B-SE and cross state in 2M-
SE). Indeed, we call this state of the SE as HigbsLState (HLS) and the complementary as
Low Loss State (LLS, i.e., through port in 1B-SEi®ss state in 2B-SEs and bar state in 2M-
SEs). Notice that to ensure a high scalabilityammis of number of ports and in terms of
performance (aggregate bandwidth), it is importanminimize the times in which this HLS
occurs in the interconnection. In the following, denote by X the number of SEs configured
in HLS that a signal crosses in the worst casatisfg any possible input-output permutation.

The target of PoliTO in this work is to reduce X imgans of(i) the proposal of a proper
architecture design technique, based on classitakconnection networks, an@i) the
proposal of a configuration algorithm able to fertimprove the performance of operation.

Microring Based Architecture Design

From the architectural point of view, PoliTO hasfficharacterized in terms of cost (number
of rings employed(C) and in terms of performance (architecture impainnX) the classical
crossbar (Figure 4) and Benes (Figure 5) netwotks.the one hand, crossbar structure
presents the best performance since all the sigmass only one 1B-SE in HLS (i.&,= 1)

but exhibits the worst scalability in terms of cosinceC = N°. On the other hand, Benes
networks exhibit a better scalability in terms @it since it increases & = NlogN, but
presents a worse performance, since in the wosst, thaere exists a path that passes through a
SE in HLS in each stage.

|
| |

X=X

Figure 4. 4 x 4 microring-based crossbar Figure 5. 8 x 8 Benes network, and sample

connecting 1t0 4, 2t0 2, 3to 1 and 4 to 3 connection setup from input 1 to ouput 1 using
' ’ four cross states.
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Based on these characterizations, PoliTO has peoptygo hybrid architectures: théybrid
Crossbar-Benes (HCBWhich consists of a Clos network with the middlage modules
based in Benes networks, while the first and tetedje are crossbars; and Hiybrid Benes-
Crossbar (HBC)which consists of a Benes network factorized uatilertain recursion level
in which the middle stage is substituted by crosspg.

On the other hand, PoliTO proposed theroring technique to improve the performance of
microring-based Benes architectures. The mirroteghnique uses the vertical dimension
building two topologically identical Benes planeme with 2B-SEs, and a second one
implemented with 2M-SEs. In this way, the resultamghitecture exploits the fact that the SEs
configured in HLS in one plane correspond to SHEsfigared in LLS in the other plane.
Hence, the mirroring technique roughly divides pigsical impairment by a factor of two by
doubling the cost of the architecture and addingroning-based plane selectors at each input.
In the following, the mirroring technique is denbtay the prefixvi-.

Table 1 summarizes the cost and the power penaitglf the considered architectures. We

denote byx the maximum power penalty allowed in the architegt it represents the target
of maximum impairment.

Network Cost Power penalty
Crossbar N 2 1< X
3 ~
Clos 22N 2 3< X
Benes 2Nlog, N-N 2log, N -1< X
M-Benes 4N log, N log, N < X
2N? - -
mhce | N L oneR -3 <X<|
- e ( ) 3<X<log,N
N2 5 -
HBC R +N(X-1) | 1< X<2log,N-1
M-HBC AN® L oN(R -2 X
- ) ( ) | 3=X<log,N+1

Table 1. Performance comparison between differetwark architectures

Power Penalty Aware Routing Algorithm

Independently of the configuration algorithm, cimmsand crossbar-based Clos networks
present a fixed power penalty of 1 and 3 respdgtiven the other hand, for all the other
networks considered, the power penalty depends®@mpath chosen by the routing algorithm
in the configuration phase. Therefore, PoliTO diorkvon the design of a routing algorithm
that is aware of the HLS, reducing the power pgnalt

The well-known Paull algorithm [8] is often useddonfigure the connections in any multi-
stage interconnection network based on recursies Gbnstruction. In this study, PoliTO has
considered the use of the Paull algorithm for a&@enes network, since it can be considered
as the upper bound for the power penalty experteihgethe other architectures reported in
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Table 1. The Paull algorithm presents certain degof freedom when selecting the switching
matrices for each connection at each recursiorl.|&be modification of the Paull algorithm
proposed by PoliTO exploits local decisions to d®dor each connection the path that
minimizes the power penalty. In particular, whenltiple paths are available to establish a
connection, Paull algorithm usually performs a mndselection. PoliTO has modified this
Paull’'s randomness to reduce the power penaltyta@symmetric behavior of thex2 SEs,
giving priority to their LLS, whenever possible. i$ihmodified version of the algorithm is
denoted byPPA-Paull (Power-Penalty-Aware Paull algorithm), in contragth the classical
version denoted simply Baull.

As an example, the Benes network based on 2B-S&snsin Figure 5 presents two choices
when setting the path from 1 to 1 in the empty oekwthe first choice must be taken to
configure the SEs at the first recursion levelstfiand fifth stages) and the second choice
occurs at the second recursion level (second aondhfestages). Paull algorithm chooses
randomly one of the>¥ Benes blocks (shaded) while PPA-Paull determdaiy chooses
the lower 44 Benes block. Indeed, this choice implies configyithe SEs at the first and
fifth stages in LLS instead of HLS. Analogously,uRaelects one of the third stage SEs
inside the lower 44 Benes block randomly, while PPA-Paull determio@ly chooses the
lower SE. Thus, the SEs in the second and fouatestare, again, in LLS instead of HLS.
Figure 6 shows the throughput (throughput lossesdaie to the unavailability of feasible
paths) as a function of the maximum power penaltyet X for a 64x64 Benes network (i.e.,
a Benes network with 11 stages) and different inpatls:p = {0.1, 0.5, 0.9}. For enough
large targeX , the throughput is maximum for both algorithmsjcsi the routing is not
affected by the relaxed power penalty. Smaller eslaf X reduce the possibility of finding
feasible paths; in the extreme case, the throughpptoaches zero. In general, PPA-Paull
achieves always a better throughput than Paull.

A
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\

\
\
0987}
Y

= | T .
e Paull (p=0.1) =& = 07 AN Y
g Paull (p=0.5) ~&- A 005 115 2
= Paull (p=0.9) —4 o | PPA-Paull (N=32) & a
PPA-Paull (p=0.1) - 1 PPA-Paull (N=64) <
PPA-Paull (p=0.5) —© PPA-Paull (N=128) -
PPA-Paull (p=0.9) —&— i 107 F Paull (N=32) =
Paull (N=64) -®-
4|/ Paull (N=128) 4
27]4 1 q 0 L -~ ) L L i
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Figure 7. Blocking probability in Benes networkslan
uniform traffic withp=0.5

Figure 6. Throughput under uniform traffic and N64
Figure 7 shows the blocking probability for a mediload and uniform traffic scenario, as a
function of the maximum power penalty. The smafit, inside of each figure, details the
blocking probability for low values ok . Notice that the number of stages is 9, 11 antbd.3
theN = 32, 64 and 128 Benes networks respectively. \&emnx is higher than the number
of stages, the blocking probability is zero by domgtion and the maximum throughput is
achieved. On the contrary, wheh approaches zero, the routing is severely congtaiy the
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power penalty: the blocking probability increasesd athe throughput tends to zero.
Furthermore, ad\ increases, the blocking probability increases ttu¢he larger network
depth. In general the reduction in the blockingbatality due to PPA-Paull with respect to
Paull is very large, reaching more than two ordémmagnitude in some cases.

In conclusion, this part of the wor) summarizes and compares several microring-based
interconnection architectures already reportedhi@ previous deliverable with their cost-
performance laws anfli) presents and analyses a modification of the Radgtrithm that
further improves the performance of all the arattitees defined by PoliTO.

Scalability Assessment of Microring Based Interceeiion Networks

In addition to considering the physical impairmehtinterconnection networks as a discrete
quantity, the physical impairments can be analyaethe worst case of propagation, using (i)
approximated microring transmission models and k{ji)means of travelling wave/transfer
matrix simulation. In this direction, NKUA and P60 have been collaborating to test the
above-mentioned microring-based structures withh bapproaches. The approximated
microring transmission model for crossbar and Bent&sconnection networks was presented
by PoliTO in deliverable D25.2 and reported in arj@l publication [9].

Regarding the simulative analysis, the static attarstics of 2B-SEs were studied with
respect to the coupling coefficiend)( which is a free parameter that quantifies thewamh of
field coupling between neighbouring waveguidesxse a measure of how much power is
injected into the ring waveguides (optical cavity).

All the waveguides considered in simulations (migr@s and buses) are considered as built
in Si with an effective indexss ~ 3.5. The microring radius R = 20um which gives a free-
spectral rang&SR= 681 GHz. The total loss inside the cavity iskcdh assuming the ON-
state. For all simulations with modulated signalsth input ports are fed with signals of the
same wavelength modulated with NRZ ON-OFF keyingy. fhe detection, an ideal photo-
detector followed by an electrical filter with 12384z bandwidth has been assumed.

The static transmission characteristics in the @tesare shown in Figure 8 and Figure 9 and
they are extracted from the calculated transferctians for the output ports. Considering
operation at 10 Gbps, the required optical bandwidithe device should be at least 20 GHz,
which leads to an optimal coupling coefficient regithan 0.2. This value also leads to a
reasonable value of rejection at 100 GHz away ef tiode (23 dB), which ensures low
crosstalk from adjacent channels in case of WDMratm. In particular fok = 0.275, the
transmission model matches the measurements fealadevice implemented in [6]; so this
value is considered as therking pointfor the approximated model herein. Figure 9 shows
the calculated transfer functions for the ON-stiie a change in the refractive index
An ~ 10°.

The next step of this work is to implement a Besw#ching fabric incorporating the 2B-SE
following the non-static approach, estimating tigmal quality at the receiver. Ax4l Benes
fabric was configured accordingly, using the 6 kibof 2B-SEs, and it is modeled as
described in Figure 10 and Figure 11. All simulasiconsider signals with zero frequency
detuning between them (that is, ideal laser comlli. Two cases are investigated: the worst
loss, and the worst crosstalk following the worlpublication [9].
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Figure 8. Transmission characteristics in ON Figure 9. Transmission characteristics in ON statéh
state, with signal away from resonance signal on resonance

The Loss Worst Case Path (LWCP) throughout thé Benes network is shown in Figure 10.
This case considers the routing of an input sigmahe output port assuming a path with all
2B-SEs at the ON-state: the input at port 2 isedub the output port 2 with the 3 switches
set at ON-state.

The Crosstalk Worst Case Path (XWCP, Figure 113idens the routing of an input signal to

the output port assuming a path with all switchbigcks at OFF-state along the path: the
input at port 2 is routed to the output port 4 tigio 3 2B-SEs set at OFF-state.

_ ><>8<>< _ ARARAT

Figure 10. Loss Worst Case Path in a 4x4 microring- Figure 11.' ersstalk Worst Case Path in a 4x4
based Benes network microring-based Benes network

The BER calculations for the 2B-SE is shown in FegL2 (left), while the BER of the output
signal on port 4 of the 4x4 Benes fabric is showfRigure 12 (right) both versus the coupling
strength of the MR switches. This first attempswhulation showed acceptable performance
for data rates of 2.5 and 5 Gbps. Regarding 10 Gajes, operation with moderate BER
values is supported (BER quantified accuratelyy émi high coupling coefficients, where the
notch transmission of the 2B-SE switch is higher.
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Figure 12. Left: BER calculations of the 2B-SE @t@bps as a function of the coupling coefficient.
Right: The corresponding BER calculations for th% QP case for the 4x4 Benes network using 6
2B-SEs switching blocks as a function of the cogptioefficient.

Based on the performance of a single 2B-S¥E2(ihterconnection network) in the working

point, the output BER found at 10 Gbps, is justrri@ that is, practically an error-free

transmission (considering a well accepted targ®ER ~10™). Table 2 shows the different

performances obtained by means of simulation fdif2rent network sizes. Crosstalk was
found to be the dominant limitation, since LWCP slations showed quite ideal BER curves,
whereas simulations of XWCP resulted more penaliZéis behaviour was expected from
the scalability model presented in [9], which engailly estimates a limited scalability due to
the power penalty induced by crosstalk.

Switching fabric 2.5 Gbps 5 Gbps 10 Gbhps
2x2 (2B-SE) « 103 « 10" 5x10"
4x 4 « 10" « 10" 1.6x10°

Table 2. Performance results for switching fabrics

In summary, several of the first simulation measweBts obtained are presented here for
optical interconnection networks based on microregpnators; UoA and PoliTO are giving
continuity to this research, studying the use a¥ n&croring based switching blocks, such as
the dilated &2 switching block (2D-SE) proposed by PoliTO in & an alternative to boost
scalability of the microring based interconnections
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5.7 JAT: Hardware efficient optoelectronic switch fabric

Participants: UCAM, PUT, TUE
Responsible person: Jose Bernardo Rosas Fernavdg&n|, Kevin Williams (UCAM)
Deadline: Month 36

5.7.1 Description of the work carried out

5.7.1.1 Hardware implementation of the control algorithnt foonolithic optoelectronic
multistage interconnection networks.

Switching network architecture and environment dpson

The purpose of this part of JA carried out by Pozbmiversity of Technology (PUT) and
Eindhoven University of Technology (TUE with asarste of the University of Cambridge
was the hardware implementation of control algomghfor monolithic optoelectronic
interconnection networks, which has been prepaye@dearchers from TUE. The considered
switching network, as it is shown in Figure 1, @n$ 4 inputs and 4 outputs, and is
composed of 16 semiconductor optical amplifiers A3QrFormally, the switching network
used in the experiment is the cross-bar switchieigvark. The total area of this integrated
circuit, i.e. the switching fabric and control irfaces use only 4 mmpresenting very high
density of optical waveguides and electrodes. Tdrgrol interface was used to connect SOA
to the fast current driver, required to switch on aff selected SOA. The test bed used in this
joined experiment is presented in Figure 2. Thea el can be divided into 2 parts:
equipment of TUE laboratory (i.e. lasers, modulasignal and pattern generators, sampling
oscilloscope) and the control module based on B@A-board with Virtex-5 (ML 505).

Al

e
Syt v A - Mt N—y—
W Do mme ot
electrode electrode electrodes electrode elactrode

Figure 1. The 4x4 cross-bar switching network base@&OA
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Figure 2. The test bed

Experiment description

Together with researchers from TUE several experimesalizing following scenarios were
prepared:

¢ manual path selection,
e pseudo-random path selection,
e one-by-one path selection (based on Johnson cQunter

e pseudo-random path selection with resolving probtgrexternal blocking in the switching
network.

All experiments were prepared as control algorithmmplemented in VHDL language.
Originally, these control algorithms should allow $et-up a connecting path for a new
packet/connection in one cycle of an external clalgkived from a laboratory generator and
connected into the FPGA board. Synchronization eetwthe internal FPGA clock and the
external clock was done by signal-switch matchirgglote. To confirm correctness of VHDL
code simulation tests were prepared. Next, VHDLesogere synthesized and implemented in
the FPGA structure.

The manual path selection (pseudo)algorithm wasimed| for optical path optimization, i.e.
for the first end very important step in prepanatad other experiments. The pseudo-random
path selection algorithm, based on LSFR (Left Shdedback Register) modules, generates
pseudo-random couple of number of range from O, tel8ch represent a connection in the
switching network. The aim of this experiment wdssearvation of the case, when signals
from two inputs are directed to one output. It ddoesult in the increased power level at
receivers. The timing diagram presenting the exarmpkimulation result for pseudo-random
path selection algorithm is shown in Figure 3.

In the one-by-one path selection, based on thesdwhcounter, in every time slot the control
module sequentially sets up four unicast connegteths from four inputs to four outputs. In
this experiment the power level of received sigralgvery receiver were always the same.
The timing diagram presenting the example of sitmutaresult for the one-by-one path
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selection algorithm is shown in Figure 4. All closignals are input signals. In one time slot,
it means in one cycle of “clk_p” (or “clk_n"), ompattern of connections was generated by the
FPGA control module and was sent to the fast curener through 16 bits different bus
“outputvector_p” and “outputvector_n (not presented-igure 3). Every pattern consists of
four signals equal to “1” and 12 signals equal@ &nd in every time slot exactly one input
was connected with every output. Because switchieigvork is nonblocking one, in each
time slot four optical signals appearat outputsmeltraces of the routed data are shown in
Figure 5.

The last experiment, the pseudo-random path seteutith resolving the problem of external
blocking in the switching network was not implenmeghtbecause of insufficient time for this
experiment. The aim of this experiment was to oleséne case, when one of two connections
directed to one output is set up in the switchiegwork. As it is easy to imagine, sometimes
the power level of received signals should be dexre, because one of two connections must
be lost.
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Figure 3. The timing diagram of the pseudo-randa@thselection
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Figure 4. The timing diagram of the one-by-one Ealection algorithm
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Figure 5. Time traces of the one-by-one path sele&tlgorithm

5.7.1.2  Lossless Monolithic 16x16 QW semiconductor optasaplifier

In recent years, the demand for optical networksnel to rapidly re-route signals between
moderate numbers of input and output fibres arthé encouraged research into the use of
photonics in switching. As optical switches usMBMs technology and the like have limited
speed, semiconductor optical amplifier (SOA) baseatonic switches have attracted growing
interest owing to their ability to achieve losslessitching of high capacity data with
nanosecond switching timescales. Such switches temeatly undergone much development,
with integrated 2x2, 4x4 and 8x8 port switches pegported, the latter being achieved with
multiple integrated 1x8 switching elements. Scalimgher requires unprecedented levels of
component integration. However, for practical aggtions, devices with port counts of at
least 16x16 are needed for systems applicationseriRlg, feasibility studies have shown that
16x16 port counts can be achieved using cascadedebices with fibre interconnections.

In this WP, it has been developed the first mohmdlly integrated 16x16 port SOA-based
optical switch, incorporating ~1100 individual coomgnts. It consists in a 3-stage
architecture as it is shown in Figure 6. The swikhearrangeably non-blocking and has a
chip area of 40 mf
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Figure 6. Schematic of 3-stage 16x16 switch ardaltitee based on 4x4 switch elements

In Figure 7, it is shown the schematic of the 168tich showing the 4x4 switch elements
and shuffle network sections. The switch has atfecéacet gain of 2 dB at 1557.5 nm with
fibre coupling losses measured to be 4 dB per fddet TIR mirror loss has been measured to
be 4 dB. The 3 dB on-chip output saturation povwgerd.3 dBm with a 3 dB spectral
bandwidth of 9 nm. The switch output has an inebaptical signal-to-noise ratio (OSNR) of
15.5 dB.
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Figure 7 Schematic of the 16x16 switch showingdtké switch elements and shuffle network secti@f. (1
Insets show (i) waveguide beam splitter, (ii) gatBOA waveguides and (iii) TIR turning mirror.

=

As can be seen from Figure 8(a), the switch opgnatdh a power penalty of 2.5 dB at a BER
of 10° for an on-chip input power of -15 dBm. An inputwer dynamic range (IPDR) of
more than 4 dB is measured for a power penaltgsd than 4 dB, as can be seen in Figure
8(b). Due to its high capacity of routing it candadculated that it consume 1mA/Gbps.
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Figure 8: (a) Bit error rates and eye diagrams slmyJdow power penalty for a number of differenttihp
powers (b) Power penalty as a function of on-chjpuit power.
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Conclusions

The hardware implementation of control algorithms always hard work and always show
new problematic areas. First, the processing ofiapyt signal (even very stable) adds jitter
to the output signal (result). The jitter value da decreased only by improving electrical
connections. The hardware implementation of con#igbrithms with many input clock
signals should be realized on FPGA board, whiabmalio connect clock signals to the main
clock bank. In the other case, clock signals amgratked. The simulation of VHDL code
confirms correctness of this code, but not corestnof hardware implementation. Also we
have developed the®116x16 monolithic switch based in SOAs. It has OSHRL5.5 dB
power penalties of 2.5 dB at a BER of*1for an on-chip input power of -15 dBm.

5.7.2 Joint initiatives

Remigiusz Rajewski took part in JePPIX course/ingjrorganized by Eindhoven University
of Technology. During this course he was studyiegigh of photonic circuits and photonic
integration technologyJePPIX is a technology platform for the developtrend promotion
of Application Specific Photonic Integrated Cirau(fASPICs) in Indium Phosphide. JePPIX
aims at a generic integration technology in whicragety of photonic integrated circuits can
be designed and fabricated using the same pro&&$€s are well known in Electronics but
in Photonics they are new. They can lead to hugereductions by realising PICs for a broad
variety of applications using a small set of basiglding blocks that are integrated in a
generic foundry process.

ASPICs will become a major driver for innovation @& broad variety of products, by
integrating advanced optical functionality in a loast Photonic IC.

Remigiusz Rajewski works at the new optical switghiiabric architecture and cost reduction
is very important for him, since the switching netits used not electrical but optical
elements. That is why the JePPIX is so helpfutlgives possibility to design a new structure
and do not spent extra money for physical impleatéor. Using JePPIX it is easier to find
errors and eliminate them during design processthis process is finished and everything
works fine, then physical implementation startallibws save money and time since physical
process takes few months.

Remigiusz Rajewski is planning to continue coopenatwith Eindhoven University of
Technology and he wants to implement his structarendium phosphide or in the similar
source.

Patty Stabile from Eindhoven University of Techrgylgerformed collaborative experiments
at Cambridge University where she assessed th@mlantegrated switch circuits she made
at Eindhoven in the testbed configured at Cambridddis lead to a joint publication at

ECOC 2010 on fully scheduled switching fabrics.

Kevin Williams from Eindhoven University of Techmgly made regular visits to Cambridge
University to develop avenues of research in photomtegration and optical switching
systems.

5.7.3 Publications

[1] G. Danilewicz, W. Kabaéski, R. Rajewski, “The logN-1 Optical Switching Fabrics”|EEE
Transactions on Communicatigrie be published.
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(2]

(3]
(4]

(5]

G. Danilewicz, R. Rajewski, “The New Modified BamyBased Switching Fabric Composed of
Symmetrical and Asymmetrical Switching Elementsibmitted tolEEE International Conference on
Communications 2011 (ICC 2011).

W. Kabacinski, M. Zal, “Banyan Type Switching Netkowith Wavelength Routing”, submitted to
15th International Conference on Optical Networksig@ and Modeling 2011, Bologna, Italy.

R. Stabile, H. Wang, A. Wonfor, K. Wang, R.V. PentH. White and K.A. Williams, “Multipath
routing in a fully scheduled integrated optical teWifabric”, proceedings European Conference on
Optical Communications, We.8.A.6, 2010

H. Wang, A. Wonfor, K.A. Williams, R.V. Penty, I.HVhite, “A compact lossless integrated 16x16
QW SOA switch”, proceedings European Conferenciteygrated Optics, ThG2, 2010.

5.7.4 Mobility actions

No. Brief Description of Mobility Participating partners
(Indicate the host
institute)

1 Dates: 05.07 — 16.07.2010 TUE

Visitor: Mariusz Zal(Assistant
Professor at PUT)
Host: TUE

Hardware implementation of the
control algorithm for monolithic
optoelectronic multistage
interconnection networks in the
Joint Activity “Hardware efficient
optoelectronic switch fabric”.
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